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ABSTRACT: Digital signal processing (DSP) and Machine learning (ML) 

have emerged as promising approaches to automate prediction tasks into 

electromyography (EMG) muscles conditions. To fill the research gap, This 

paper reviews the state-of-the-art applications of DSP and ML for EMG signal 

analysis. DSP techniques to extract information of EMG signal is highly 

needed. The major disadvantage of the frequency domain approach is it does 

not represent temporal information. Many time-frequency analysis techniques 

have been proposed. However, there is a compromise between time and 

frequency resolution. The techniques that minimize the EMG noise and 

analyze signal characteristics are discussed together to identify the best 

performance with the highest percentage of accuracy and efficiency. The most 

appropriate method depends on the EMG signal patterns, the quality and 

quantity of the signals and training data developed, and various types of user 

factors. 
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1.0 INTRODUCTION 

The work on electromyography (EMG) signal processing, as well as the 
utilization of EMG signal analysis for clinical applications and 
engineering studies such as prosthetic arms and musculoskeletal 
disorders, will be discussed in this presentation. The basic theory of 
myoelectric signal creation will be briefly discussed at the outset of this 
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study [1]. Following that, the signal processing techniques used on the 
EMG signal such as time domain, frequency domain, and the time-
frequency domain will be discussed [2].  

It includes signal acquisition methods, such as noise removal, as well 
as signal processing techniques such as amplitude and spectrum 
analysis. This paper will also look at several works and works of 
literature on the use of the EMG signal as a tool for various applications 
such as clinical diagnosis, motion analysis, prosthetic device, and to 
know the performance of the muscles [3].  

 Machine learning algorithms, such as traditional machine learning 
algorithms, and reinforcement learning algorithms, have been widely 
used in the medical field and have played an important role in the 
diagnosis and treatment of diseases as an essential component of 
artificial intelligence [4].  

 Thus, in this paper, some types of DSP methods and machine 
learning will be discussed to identify the proper and optimum method 
that can provide more information from the signal characteristics and 
the ML to identify the type of algorithm that can give the highest 
performance comparisons of accuracy.  

2.0 THE RELATION OF DIGITAL SIGNAL PROCESSING, 

MACHINE LEARNING AND ELECTROMYOGRAPHY  
2.1 Electromyography (EMG) 

Electromyography (EMG) is the measurement of electrical potential 
arising from electrochemical effects due to muscle contractions. These 
signals are transmitted via human tissue to the surface of the skin, 
where they can be measured by surface EMG electrodes and it is a 
complicated and non-stationary signal, which is controlled by the 
human nervous system. Areas of application for these sensors include 
exoskeletons, diagnostics, and myoelectric hand prostheses [5]–[7]. 
EMG has become a reliable and cost-effective method for signal 
acquisition in limbs. Placing electrodes inappropriate position of skin 
is an important criterion to get the optimum EMG signals  [8], [9]. 

2.1.1 EMG Signal Analysis  

The EMG signal is a biomedical signal that measures electrical currents 
generated in muscles during their contraction representing 
neuromuscular activities. The nervous system continuously controls 
muscle activity such as during contraction and relaxation. EMG signal 
is a complex signal, which is controlled by the nervous system and is 
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dependent on the anatomical and physiological properties of muscles. 
EMG signal acquires noise while travelling via different tissues  [10]. 
This signal is a complex and non-stationary signal, which is controlled 
by the human nervous system. The amplitude of EMG signals is a very 
small value between 50uV to 1mV, with the frequencies varying from 
10 Hz to 3000 Hz [11]. The EMG signals can be measured by applying 
electrodes to the skin surface (non-invasive method) or intramuscular 
(invasive method) within the muscle. Even though the efficiency of 
surface EMG is lower than the intramuscular EMG, but still for research 
purposes, surface EMG is more popular since it is non-invasive and 
more convenient to use  [12]. Figure 1 shows the EMG signal for normal 
muscle during contraction. 

 

Figure 1: Normal EMG Signal 

The flow of EMG signal analysis is divided into some phases for the 
health screening task. Figure 2 shows the flow phase of EMG signal 
analysis. There are four phases which are raw data collection of EMG 
signal, pre-processing, analysis of features extraction and classification 
of EMG signal by using time-frequency distribution (TFD) and signal 
classification. 

 

 

 

 

 

 

Figure 2: Flow phase of EMG signal analysis 
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processing the EMG signal is to calculate the integrated rectified signal. 
This was done by rectifying (rendering the signal to have excursions of 
one polarity) the EMG signal, integrating the signal over a specified 
interval of time, and subsequently forming a time series of the 
integrated values. The advances made in electronics devices during the 
past decades have made it possible to conveniently and accurately 
calculate the root-mean-squared (RMS) and the average rectified 
(AVR) value of the EMG signal. The AVR value is similar to the 
integrated rectified value if the calculations are made correctly and 
accurately. 

Both these variables provide a measurement of the area under the 
signal but do not have a specific physical meaning. The EMG signals 
which are going to be analyzed are represented in time-frequency 
representation (TFR) which includes parameters such as instantaneous 
RMS voltage. Frequency domain analysis that the first frequency 
analysis technique used is known as the Fast-Fourier Transform (FFT).  

 FFT is the mathematical technique to convert the signal from a time 
domain to a frequency domain. FFT is performed to estimate the 
frequency characteristics of the EMG signal. The limitation of the FFT 
is that it is not able to cater to non-stationary signals whose spectral 
characteristic changes in time. This can be overcome by the Linear 
Time-Frequency distribution (TFD) technique. 

 To increase the test efficiency of patients’ muscle condition a 
technique to extract information is highly needed. Many time-
frequency analysis techniques have been proposed and one of the most 
commonly used is short-time Fourier transform (STFT) which is a form 
of linear time-frequency distribution (TFD) [13]. However, the major 
disadvantage is that it does not represent temporal information. [12]. 
To solve the problem, Dennis Gabor (1946) improved the Fourier 
analysis to small sections of signals and divided by the time of analysis 
in intervals.[14]. The main shortcoming of this method is that there is a 
compromise between time and frequency resolution. The main 
disadvantage of this technique is that there is a compromise between 
time and frequency resolution. The greater the temporal resolution 
required, the worse the frequency resolution will be and vice versa. 
Figure 3 shows the example of the time-frequency representation (TFR) 
of a signal using the STFT. The TFR presents the temporal and spectral 
information of the signal [15]. 
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Figure 3: Example of time-frequency representation using Short Time 

Fourier Transform (STFT) [15] 

 

2.1.2 Equipment for Data Collection EMG signal 

Consensys is the software that works together with Shimmer sensors 
which adds significant features to live data, managed data, and devices. 
It is adaptive human data collection in the field, large-scale repeatable 
trials, and general multi-sensor management. Consensys enables the 
following functionalities as  Configuring Shimmer sensors, Streaming 
real-time data, and Managing collected data. Figure 4 (a)(b)(c) shows the 
Consensys software Interface [16]. 
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Figure 4: Consensys software Interface [16] 

The Shimmer3 Consensys EMG Development Kit can be utilized to 
monitor two channels of non-invasive surface EMG, providing a 
representation of the muscle activity at the measurement site. The EMG 
Development Kit can also be utilized to monitor ECG 
(Electrocardiogram), recording the pathway of electrical impulses 
through the heart muscle. Combined with Shimmer's integrated 
altimeter and 9DoF inertial sensor platform, greater context can be 
given to the wearer's activity and condition in real-time. Figure 5 shows 
the Consensys EMG Development Kits [17]. 

 

Figure 5: Consensys EMG Development Kits 

The Shimmer3 EMG unit can measure and records the electrical 
activity associated with muscle contractions, assesses nerve 
conduction, muscle response in injured tissue, activation level, or can 
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be used to analyze and measure the biomechanics of human or animal 
movement. Other than that, it can provide a configurable digital front-
end, optimized for the measurement of physiological signals for 
EMG[18].Shimmer3 EMG  sensor consists of two channels of EMG data 
as shown in Figure 6 and EMG data can be measured simultaneously 
with 10DOF kinematic data. 

 

Figure 6:  Consensus Shimmer3 EMG Unit 

Consensys Base6 (Figure 7) is used to configure and capture data 
from multiple sensors simultaneously, to simplify the setup of trials 
and storage of recorded data. The key features of Consensys Base6 
consist of Shimmer3 firmware updating, Shimmer configuration, 
Multi-Shimmer synchronization, and logged data management [19]. 
Other than that, the functional Base6 is to provide for the simultaneous 
management of all your Shimmer Sensors including charging, 
firmware updates, configuring sensors, retrieving and processing 
logged data. Besides that, Consensys Base6 is compatible with the 
Shimmer3 range of Kinematic and Biophysical sensors including ECG, 
EMG, Galvanic Skin Response, Optical Pulse, and Heart Rate as shown 
in Figure 8. 

 

Figure 7:  Consensus Shimmer Base6 

Channel 2 

Channel 1 



Asian Journal of Medical Technology (AJMedTech) 

 

37 
 

 

Figure 8:  Installation Consensus Shimmer3 EMG Unit on Base6 

The Shimmer MATLAB is the Instrument Driver which is an 
orientated solution for Shimmer to capture the data directly into 
MATLAB. This driver will allow Shimmer users to stream data directly 
to MATLAB, and assist users of the Shimmer3 Platform in the 
development of Shimmer-based applications in MATLAB. Figure 9 
shows the interface of the Shimmer MATLAB Instrument Driver [20]. 

 

 

Figure 9: Shimmer MATLAB Instrument Driver [20] 

2.2 Digital Signal Processing (DSP) 

Digital signal processing is known as one of the elementary 
technologies utilized in the field of biomedical engineering [21] other 
than communication [22]–[24]. Digital signal processing is the method 
to process signals by using numerical methods. It is a subject that uses 
computers or special digital processing equipment. The typical 
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purpose of digital signal processing is the acquisition of biological 
signal, noise reduction, signal transformation, analysis, synthesis, 
filtering, evaluation, identification, and others so that the required 
signal can be extracted [1],[25]. The basic flow of the digital signal 
processing is shown in Figure 10. 

 

Figure 10:  Digital Signal Processing Flow [22] 

 Digital signal processor that can execute different things, depending 
on the application being performed. Some of these variants are audio 
signal processing, audio and video compression, speech processing 
and recognition, digital image processing, and radar applications. The 
difference between each of these applications is how the digital signal 
processor can filter each input. Five different aspects vary from each 
DSP: clock frequency, RAM size, data bus width, ROM size, and I/O 
voltage [26]. 

2.3 Machine Learning (ML) 

Machine learning is one of the artificial intelligence (AI) that predicts the 
outcome without relying upon the pre-determined equation. Machine 
learning learns the information directly from the data and it instructs 
the computer to do by learning from the experience [17]. Machine 
learning is divided into supervised and unsupervised learning. More 
specifically, classification is one type of supervised learning. Unlike 
unsupervised learning, supervised learning predicts the categorical 
responses from known response data set [18]. Moreover, machine 
learning is learned from experience, which is the features extracted from 
the signals. In recent days, the classifiers such as support vector 
machines (SVM), k-nearest neighbour (k-NN), linear discriminate 
analysis (LDA), naïve Bayes (NB), artificial neural network (ANN), 
general regression neural network (GRNN), multilayer perceptron 
neural network (MLPNN) and decision tree (DT) are widely used in the 
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classification of EMG signals. 

 Machine learning represents an effective method for data analysis in 
many domains: it has recently demonstrated its effectiveness in 
processing tactile sensor data [27]. Machine learning and artificial 
intelligence applications have grown rapidly across several disciplines, 
industries, and cultures.[28]–[30]. 

3.0 APPLICATION OF DIGITAL SIGNAL PROCESSING AND 

MACHINE LEARNING FOR EMG 

In 2016 Elhan Umut and Güven Çentik has been studies the Digital 
Signal Processing in EMG [31] .In this study, the researcher intended to 
detect periodic leg movement (PLM) in sleep with the use of the 
channels except for leg electromyography (EMG) by analyzing 
polysomnography (PSG) data with digital signal processing (DSP) and 
machine learning methods. PSG records of 153 patients of different 
ages and genders with PLM disorder diagnoses were examined 
retrospectively. A novel software was developed for the analysis of 
PSG records. The software utilizes machine learning algorithms, 
statistical methods, and DSP methods. To classify PLM, popular 
machine learning methods (multilayer perceptron, 𝐾-nearest 
neighbour, and random forests) and logistic regression were used. 

Next, in the same year in 2016, Theresa Roland and his teams used 
the same application regarding DSP and EMG [32]. The teams 
introduced the new capacitive measurement system to the application 
in prostheses. A capacitive EMG prototype, consisting of a flexible 
sensor and measurement electronics, was developed. The electronic 
circuit, used for signal amplification and filtering, is described. An 
ultralow-power microcontroller was used for the implementation of 
algorithms for EMG signal processing. DSP algorithms were optimized 
for real-time processing and minimal computing power. Muscle 
signals, measured with this prototype, are presented. 

In the year 2021,  Basilio Vescio has developed and validated a new 
mobile tool for the automated and quantitative characterization of 
phase displacement resting tremor pattern in ambulatory clinical 
settings using DSP for µEMG application [33]. A new low-cost, 
wearable mobile device, called, µEMG, is described, based on low-end 
instrumentation amplifiers and simple digital signal processing (DSP) 
capabilities. 

3.1 Machine Learning in EMG  
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Back in 2017, a study has been done by Jianyun that involves ML in 
EMG studies [34]. In his study, the real-time TMS320C6748 DSP was 
used instead of Matlab to collect and analyze the surface 
electromyography (SEMG), to realize the real-time detection of 
electromyogram (EMG) parameters. He uses the frequency domain 
feature extraction method to analyze muscle fatigue, and study the 
effectiveness of the EMG fatigue analysis.    

 For two years,  Jianhua Zhang and his team have developed 
extracted four time-domain features of the EMG signals and use a 
generative graphical model, Deep Belief Network (DBN), to classify the 
EMG signals [35]. A DBN is a fast, greedy deep learning algorithm that 
can rapidly find a set of optimal weights of a deep network with many 
hidden layers. 

In 2020, similar technologies in ML and EMG have been used in 
studies done by Yuri Kovalev and JoyRoy [36], [37]. Yuri has created a 
system for controlling devices using EMG signals from a small number 
of sensors by recognizing signal sections corresponding to the 
operator's gestures. The solution implements a scheme of three 
independent components: sensors, a user interface, and a data 
processor, connected by a simple data transfer protocol, which allows 
replacing any of the parts if necessary. 

While Joy Roy investigated the different machine learning 
techniques for predicting the SEMG activities on upper limb muscles. 
Various issues were presented for predicting SEMG activities on upper 
limb muscle including muscle classification techniques, muscle 
selection, and SEMG parameter to signify the muscle activities. These 
outcomes can be applied for predicting the upper limb muscle activities 
to identify the critical situation of neuromuscular disorders patients.  

Any brain-computer interface (BCI) system must translate signals 
from the user's brain into messages or commands [38]. Many signal 
processing and machine learning techniques have been developed for 
this signal translation. Although these techniques are often illustrated 
using electroencephalography (EEG) signals, they are also suitable for 
other brain signals. Gurjit and his team have proposed a novel 
combination of supervised ML with DSP, resulting in ML-DSP: an 
alignment-free software tool for ultrafast, accurate, and scalable 
genome classification at all taxonomic levels [39]. They test ML-DSP by 
classifying 7396 full mitochondrial genomes at various taxonomic 
levels, from kingdom to genus, with an average classification accuracy 
of less than 97%. 
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4.0 CONCLUSION  

From this study, it has been founded that the application of DSP and 
ML in EMG is widely used through various technologies and 
implementations. All the studies revealed that DSP and ML are related 
to each other wherein biosignal processing there is a need of the DSP 
and ML application into the EMG study to classify the signal to 
minimize the EMG noise of signal, However, most of the studies do not 
cover the EMG study using ML and DSP altogether. They only 
managed to focus on certain areas and segments that are related to the 
field of their study. Thus, this paper will help the future researcher to 
find the information on the relationship between EMG, digital signal 
processing as the technique of signal analysis, and machine learning 
for classification method to provide the best method and classification 
for EMG signal or another clinical nerve electrophysiology including 
electroencephalography (EEG). 
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